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A User Study on the Comparison of View Interfaces for VR-AR Communication in
XR Remote Collaboration

Eunhee Changa† , Yongjae Leeb† , and Byounghyun Yooc,d

aUniversity of South Australia, Mawson Lakes, Australia; bArizona State University, Tempe, AZ, USA; cKorea Institute of Science and
Technology, Seoul, Korea; dKIST School, University of Science and Technology, Seoul, Korea

ABSTRACT
Previous studies have investigated which context-sharing interfaces are effective in improving task
performance; however, consistent results have yet to be found. In this study, we developed a con-
venient remote collaboration system that provides multiple context-sharing interfaces in a single
platform (2D video, 360� video, and 3D reconstruction view). All interfaces can reflect live updates
of environmental changes, and we aimed to clarify the effect of the interface on the quality of
remote collaboration. Thirty participants were recruited to perform a target-finding-and-placing
scenario. Using both objective and subjective metrics, we compared the task performance among
the three interface conditions. The results showed that participants completed the task faster and
reported a better collaborative experience in the 3D interface condition. Moreover, we found a
strong preference for the 3D view interface. These results suggest that providing 3D reconstructed
spatial information can enable remote experts to instruct local workers more effectively.

KEYWORDS
Remote collaboration;
extended reality; virtual
reality; augmented reality;
context share and update

1. Introduction

Using extended reality (XR) technology, two or more work-
ers who are geographically distant from each other can col-
laborate remotely. For example, an expert in a remote
location can recognize the context of a local workspace
using a virtual reality (VR) head-mounted display (HMD).
Simultaneously, the partner in the local workspace can
receive the guidance of the remote expert using an aug-
mented reality (AR) device, as if the expert is right next to
them. For successful collaboration, it is critical for collabora-
tors to communicate appropriate information in a timely
manner. In particular, under navigation or object-finding
scenarios, a remote worker’s accurate understanding of the
spatial configuration of a local area is the key to achieving
task goals (Qiu et al., 2023).

Previous studies have investigated which view interface is
most effective for context sharing and inducing a better col-
laborative experience (Table 1). Choi et al. (2018) allowed a
local worker to take pictures of the workspace (i.e., 2D
images) and share them with a remote expert. In Lee, Kang,
et al. (2020) and Piumsomboon, Lee, et al. (2019), a local
worker held a spherical camera so that a remote expert
could expand their view omnidirectionally. Gao et al. (2020)
adopted a fixed 360� camera on the ceiling of a workspace,
which could deliver a bird’s-eye view of the space. Recently,
several studies have shown that three-dimensional (3D)

graphics augmented with the physical world can help local
workers understand remote workers’ intentions in a straight-
forward visual manner (Bai et al., 2020; Wang et al., 2021).

However, some studies have shown inconsistent results
concerning the optimal view interface for facilitating collab-
oration. For example, Teo et al. (2019) compared 360� video
and 3D reconstruction interfaces in an object-finding scen-
ario, and showed that the 360� video condition enhanced
understanding of the partner’s focus and feeling of being
together. On the other hand, Gao et al. (2020); Lee, Kang,
et al. (2020) examined the effect of three types of view
interfaces and found that participants preferred the 3D
reconstruction view condition, which was considered time-
efficient, usable, and less demanding. While these studies
utilized similar experimental setups, participants indicated
mixed reports about the collaborative experience.

This conflict might originate from the lack of balance
between the interface conditions and the simplified task
design. For example, although the 2D or 360� video view
could reflect context changes in the local space (e.g., location
changes in objects), the 3D reconstruction view interface
consisted of static scenes; therefore, experts had to watch
360� videos to identify the current settings of the local site
(Gao et al., 2020). Kim et al. (2020); Lee, Kang, et al. (2020);
Teo et al. (2020) implemented an improved 3D reconstruc-
tion view interface that can update the texture of 3D
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information; however, the transformation information of the
3D object was not updated. In the case of Teo et al. (2019),
the collaboration task did not require the induction of spa-
tial changes in the target objects, resulting in limited obser-
vation of the interface effect.

In addition, most collaborative scenarios are performed
in a simple or restricted space, such as a tabletop (Gao
et al., 2016, 2017; Grandi et al., 2019; Wang et al., 2021) or
a single room (Jing et al., 2021; Piumsomboon et al., 2017;
Piumsomboon, Dey, et al., 2019). Although this setup sim-
plifies the workspace, distinguishing the characteristics of
each interface in terms of context sharing may be difficult.
When a scenario occurs in a complex area, there is more
room to identify the view interface that is effective for task
performance. Assuming that a real-world collaborative scen-
ario requires mutual interactions in a complicated space, we
set up a space of higher spatial complexity with several
walls. Using this setup, we aimed to clarify the effect of con-
text-sharing interface on remote collaboration.

In this study, we developed three interchangeable con-
text-sharing interfaces in addition to our previous remote
collaboration system, the Webized eXtended Reality (WXR)
(Lee, Moon, et al., 2020; Lee & Yoo, 2021; Lee et al., 2021).
The upgraded system offers three different context-sharing
interfaces: 2D video, 360� video, and 3D reconstruction
view. To clarify the interface effect on task performance, all
view interfaces synchronously reflect spatial changes in the
local workspace, ensuring that each interface can provide
changes in the details of the workspace in real time during
collaboration. In other words, live updates of 3D spatial
information in a comparatively spacious and complex work-
space, which have been limited in previous studies (Gao
et al., 2020; Kim et al., 2020; Lee, Kang, et al., 2020; Teo
et al., 2019, 2020), were available in this study. Additionally,
a remote expert can freely move their viewpoint to gain
contextual information about the local workspace, regardless
of the type of interface used.

Furthermore, we designed a user experiment with an
actor–participant pair. According to Teo et al. (2019), a pro-
active local worker can perform a collaborative task regard-
less of guidance from a remote expert, which may confound
the effect of the view interface during the experiment. In the
studies of Teo et al. (2019) and Lee, Kang, et al. (2020), a
participant served as a remote expert while an actor

performed as a local worker. Using this experimental design,
the local worker (i.e., actor) only behaved in line with the
expert’s (i.e., participant’s) instructions. Based on this back-
ground, this study chose the actor-participant pair design to
clarify the effectiveness of each context-sharing method
without intervention from uncontrolled factors.

2. Related work

2.1. XR remote collaboration in VR-AR environment

XR remote collaboration refers to working together on vir-
tual data (e.g., 3D CAD) or real objects (e.g., machine main-
tenance) through various types of reality. During XR remote
collaboration, a combination of VR-VR, AR-AR, and VR-
AR environments can be applied, depending on the context
(Ens et al., 2019; Lee & Yoo, 2021). When the collaboration
involves manipulating real-world objects, the typical envir-
onment combination consists of a remote expert using VR
and a local worker using AR. Because the worker must
physically manipulate the objects with their hands, it is
effective for a local worker to use AR while a remote expert
gives instructions using VR. According to Grandi et al.
(2019), the VR-AR combination was the preferred type of
collaboration, and participants showed significantly better
task performance under the VR-AR combination when
manipulating 3D objects compared to the AR-AR and VR-
VR combinations.

Figure 1 illustrates an example of VR-AR remote collabor-
ation. Two collaborators in different XR environments worked
together in the same XR workspace. The remote expert in VR
(cyan-highlighted woman and avatar) shows how to detach a
machine part (a flange), and the local worker in AR (pink-
highlighted man and avatar) learns the procedure through the
overlaid graphics on his display (Figure 1(a)). As the local
worker follows the instructions (Figure 1(b)), the expert can
observe context changes through the 3D reconstructed space.
The 3D replica of the machine part within this space serves as
a representation of the real object.

2.2. Context-sharing methods

Various systems have been proposed for efficient XR remote
collaboration. Typically, they are based on one or more of

Figure 1. An example of XR remote collaboration. (a) A remote expert in VR (cyan-highlighted woman and avatar) instructs the way of dissembling a machine part.
(b) A local worker in AR (pink-highlighted man and avatar) performs the task following the expert’s guide.
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the three major methods of sharing the context information
of a local workspace.

2.2.1. 2D video
The 2D video view interface copies and streams the local
worker’s display to the remote expert or directly delivers live
videos captured by cameras that are installed or held by the
worker (Fussell et al., 2003). Based on the information
drawn from these frame sequences, the remote expert makes
decisions or gives instructions to the local worker. Early
studies favored this interface because of its simple setup and
abundance of corresponding off-the-shelf products (Bauer
et al., 1999; Bottecchia et al., 2009; Gurevich et al., 2012;
Kikuchi et al., 2022). Even today, this interface still plays a
role in XR remote collaboration, as the confined view angle
helps collaborators focus on their tasks (Gauglitz et al.,
2014; Higuch et al., 2016). However, this confined view
makes it difficult for the remote expert to comprehensively
grasp the local workspace. The remote expert may need to
request multiple camera adjustments from the local worker
to achieve the desired viewpoint. Additionally, camera
movements that result in unstable video can distract the
remote expert from the task at hand.

2.2.2. 360� video
The 360� video view interface provides omnidirectional live
capture and streaming of a workspace during collaboration.
Many studies have adopted wired cameras installed in cer-
tain spaces, such as ceilings, displays, and rooms (Gao et al.,
2020; Jing et al., 2021; Lee et al., 2023; Li et al., 2020;
Speicher et al., 2018). In this hardware setup, the viewpoint
of the context-sharing interface depends on the position of
the camera. Thus, the VR remote expert was not able to
change the viewpoints of the 360� video. Otherwise, the
local user can attach the 360� camera to an AR device, or
hold it in their hand and transmit the video to the expert in
VR (Lee et al., 2017; Piumsomboon, Lee, et al., 2019). In
this case, the 360� video is rendered egocentrically to the
expert; therefore, the VR remote expert can voluntarily
check the local situation by changing the viewing direction.

2.2.3. 3D reconstruction
The 3D reconstruction view interface offers a virtual work-
space where the remote expert can gain an understanding of
the local context through virtual objects that replicate the
real ones at the local site. This interface allows the remote
expert to freely select a favorable viewpoint and have a clear
view. Typically, we can categorize the type of reconstruction
into static and partial or full live 3D reconstruction. In the
static reconstruction, the virtual objects are generated prior
to collaboration and remain fixed in shape and arrangement
throughout the collaboration process (Gao et al., 2018, 2020;
Gauglitz et al., 2014; Teo et al., 2019). To overcome the
limitation, some studies have utilized live video (Gao et al.,
2018) or re-texturing techniques (Gauglitz et al., 2014).

Compared to static reconstruction, partial or full live
reconstruction can contribute to the facilitation of accurate
spatial understanding. Bai et al. (2020); Gao et al. (2016);
Tecchia et al. (2012) shared lively captured color and depth
information from the local site using one or multiple RGB-
depth (RGBD) cameras. Adcock et al. (2013); Stotko et al.
(2019) have developed a method that utilizes a single RGBD
camera to share the local context, covering a wide area by
accumulating previous frames. Furthermore, Tait and
Billinghurst (2015) proposed a collaboration system that
provides the remote expert with a pre-reconstructed local
site, updating only the object poses through tracking to
enhance the experience within the virtual workspace.

2.3. Originality of this research

As summarized in Table 1, previous research had several
limitations in adequately controlling confounding factors
when comparing the impact of context-sharing interfaces in
XR remote collaboration. For example, the previously intro-
duced 3D reconstruction interface was limited to imple-
menting a static scene of the local workspace while other
interfaces could provide the live stream of the spatial infor-
mation. Regarding the viewpoint change availability, the
360� video interface often constrained the view angle of the
remote expert to a specific position, which might result in a
poorer collaboration experience compared to other interfa-
ces. Lastly, previous user experiments were conducted in a
relatively restricted area, so there might be few chances of
observing differences in context-sharing effect between each
interface.

Taken together, this research considered the following
points to overcome the limitations mentioned above. In add-
ition, regardless of the types of context-sharing interface, we
provided sufficient visual information such as virtual replicas
of task objects and avatars of collaborators to uphold origin-
ality in this research.

1. Real-time update of the local workspace: To clarify the
effect of the context-sharing interface on task perform-
ance, we designed all interfaces to provide real-time
spatial information about the local workspace. Each
interface can synchronously show changes in the local
context, such as positional and rotational updates of
objects. To fully evaluate the potential of each interface,
we introduced volumetric objects (i.e., waffle blocks) as
task targets, which were designed to cause geometrical
changes according to the manipulation of local workers.

2. Flexibility in viewpoint changes: We ensured all three
interface conditions can provide the experience of view-
point changes by equipping each local worker with an
AR tablet and a wireless 360� camera. Most previous
research used a fixed 360� camera, which only allows a
stationary viewpoint (i.e., bird’s-eye view) during collab-
oration in the 360� video condition. As remote experts
can voluntarily select their perspectives in the 2D and
3D conditions, we allowed the experts to freely change
viewpoints in the 360� video condition as well.
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3. A spacious local workspace with a complex structure:
Existing collaboration spaces are relatively simple or
restricted to table areas. We set a realistic residential
space surrounded by walls to increase the spatial com-
plexity. Using this experimental setup, we attempted to
determine which interface is most robust and effective
for context sharing.

3. User study

3.1. Participants

Thirty participants (including 15 women) were recruited for
the user study. The mean age of participants was 27.0 (±
3.9). Each participant was paired with an actor and per-
formed a remote collaboration scenario: a target-finding-
and-placing task as a remote expert (see more details in
Section 3.3). The actor was trained to perform consistent
behaviors based on prepared scenarios. To clarify the effect
of context-sharing interfaces on task performance, we inten-
tionally recruited participants without any prior spatial
knowledge of the local workspace. All experiments were per-
formed under the guidelines of the institutional review
board of the author’s institution (IRB-2021-036).

3.2. Setup

The present remote collaboration system was implemented
based on immersive web1 technologies. In our previous stud-
ies, we developed the WXR system, which allows users to have
the same experience regardless of the XR devices used if the
device’s browsers support web standards (Lee & Yoo, 2021).
The server program was implemented with Node.js and
MariaDB and ran on a PC (Intel Xeon E5-2699 v4 2.2GHz

CPU, 64GB DDR4 RAM) under the Microsoft Windows 10
operating system. The client program was implemented using
A-Frame (v1.2.0) (Marcos et al., 2023), an open-source web
framework for creating VR scenes. The client program runs in
all browsers supporting web standards, and users can connect
any device to the browsers using the WebXR Device API
(World Wide Web Consortium, 2022). Because of the absence
of an object tracking function for the WebXR Device API, we
additionally implemented a custom web browser for iOS using
the WebKit and ARKit frameworks.

During the XR remote collaboration, we adopted the
iPad Pro 12.9-inch (4th generation)2 as an AR device for
the local worker and the Meta Quest 23 as a VR device for the
remote expert. The iPad communicated with the Quest 2 dir-
ectly (using WebRTC) or through a WXR server (using
WebSocket) over Wi-Fi (Figure 2(a)). Depending on the condi-
tion, the participants received spatial information about the
local workspace through one of the three view interfaces: 2D
video, 360� video, or 3D reconstruction (Figure 2(b)).

In the 2D video interface, the expert can collaborate
while watching the local worker’s display, rendered in a 2D
rectangle in a virtual space with a black background. The
local worker can transmit the 2D video in the direction and
position that the expert requires. The video (with audio)
stream is communicated wirelessly through WebRTC at a
resolution of 960� 720 @ 60 fps.

For the 360� video view interface, an Insta360 One X4

was mounted on top of the tablet, and the iPad stitches,
gyro-corrects, and streams the 360� video to the Quest 2. In
line with the 2D condition, the expert can achieve the
desired viewpoint by asking the local worker to change the
camera position. The 360� video (with audio) is also wire-
lessly streamed through WebRTC at a resolution of
1440� 720 @ 30 fps.

Figure 2. (a) Data communication protocols between the iPad and Meta Quest 2. (b) Three types of view interface: 2D video, 360� video, and 3D reconstruction.
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Figure 3. (a) Floor plan of the experimental space. (b) Pink-highlighted area refers to the local worker’s space where the target-finding-and-placing scenario is con-
ducted. (c) Cyan-highlighted area refers to the remote expert’s space. (d) Seven waffle blocks are scattered in the local workspace, and three of them have to be
placed in a designated location. (e) Examples of waffle blocks used in this research.

Figure 4. Diagram of the experimental procedures.

Figure 5. Detailed procedures during the collaborative task. (a1) A remote expert was located in the operation area wearing an HMD. (a2–a4) A remote expert’s
view in the HMD (in this figure, 3D reconstruction view interface). Pink-highlighted avatar represents a local worker. (b1) A local worker holding a tablet followed
the expert’s instructions. (b2–b4) A local worker’s view in the tablet. Waffle blocks and the avatar of the expert (cyan-highlighted) were augmented on the local
worker’s screen (avatar model courtesy: Wolf3D (https://wolf3d.io/)).
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In the 3D reconstruction view interface, we divided the
local workspace into background and foreground objects to
support real-time updates in this interface. Background
objects, such as walls or furniture, were not of interest dur-
ing collaboration and should remain stationary. These
objects were scanned and 3D reconstructed using the 3D
Scanner AppTM from Laan Labs.5 Foreground objects (the
waffle blocks in our experiment) can be relocated in the
workspace during the collaboration, and 3D models of these
objects were created using Blender. The 3D waffle block
models were managed by a web server and downloaded
when the collaboration occurred. To correctly show the
locations of the local worker and waffle blocks in the virtual
space of the remote expert, we tracked their trajectories
using ARKit, which offers the pose of the device in six
degrees of freedom through its customized LiDAR-Visual-
Inertial simultaneous localization and mapping (SLAM)
algorithm. The ARKit also offers the pose of tracked images
attached to the waffle blocks through its image tracking
algorithm. The tracking information is delivered to the
remote expert through WebSocket via the WXR server to

log the local worker’s movement. In this interface, no video
but audio information was streamed through WebRTC, and
the remote expert can change the viewpoint by manipulating
the VR controllers.

Regardless of the view interfaces, the local worker’s AR
device rendered 3D waffle block models upon the video feed
when detecting the physical blocks. This feedback aimed to
assure the local worker that the system accurately identified
the objects and displayed them within the virtual workspace.
Additionally, all interfaces included representations of ava-
tars for both the local worker and remote expert on their
respective devices, fostering a stronger sense of co-presence.
As each view interface operates on the same WXR architec-
ture, most collaboration features, such as camera pose track-
ing, object pose tracking, and voice communication, were
shared across all interfaces.

We used the “Living Lab” to simulate the spacious
experimental area (Figure 3(a)). The Living Lab consists of a
residential area (11.1m� 8.4m) (Figure 3(b)) and an oper-
ational area (2.4m � 1.8m) (Figure 3(c)). The residential
area is similar to a real-world housing space, consisting of a

Figure 6. Comparison between three interfaces during the target-finding-and-placing scenario. While the local worker navigated around the workspace (pink-high-
lighted box), the remote expert instructed him to find and place the target using each interface (cyan-highlighted box): (a) 2D video, (b) 360� video, and (c) 3D
reconstruction view interface.
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living room, bedroom, kitchen, and video wall. The oper-
ational area is a separate room from which the residential
area can be monitored. A remote expert in the operational
area (i.e., participant) delivered instructions to a local
worker in the residential area (i.e., actor). Specifically, the
expert instructed the local worker to find waffle blocks
(Figure 3(d), green objects) distributed in the residential
area and move them to designated places (Figure 3(d), yel-
low circles). We prepared ten waffle blocks of the same
color and randomly selected seven for each interface experi-
ment (Figure 3(e)). Our purpose was to set up a spacious
and complex area to clarify the effect of context-sharing
interfaces on task performance and user preferences.

3.3. Procedure

Figure 4 illustrates the procedure of the user experiment.
Before the experiment, each participant signed an agreement
to participate and answered pre-questionnaires. They then
performed a tutorial to familiarize themselves with the col-
laborative scenario using each interface. In the tutorial, a
remote expert (i.e., participant) instructed a local worker
(i.e., actor) to locate two waffle blocks in the operational
area and move them to an appropriate location.

After the tutorial, a remote expert was located in the
operation area wearing an HMD (Figure 5(a1)), while a local
worker moved to the residential area holding a tablet
(Figure 5(b1)). When the experiment began, the two collab-
orators began searching for seven target objects (i.e., waffle
blocks) scattered in the residential area to relocate three of
them to a designated location, one by one (i.e., they con-
ducted seven sub-tasks in a row). In Step 1 (Figure 5(a2)
and (b2)), the remote expert inspects and recognizes the
current state of the local site. After finding a block,
the remote expert instructs the local worker on both the
approach direction and the distance, based on the worker’s

current location represented by his or her avatar (pink-high-
lighted woman avatar). As the local worker follows the
expert’s instructions and detects the target block, an image
pops up in front of the expert’s view, showing where to
move the block (Step 2, Figure 5(a3) and (b3)). Then, the
expert further guides the local worker to finish the reloca-
tion of the block (Step 3, Figure 5(a4) and (b4)). In Figure
5, the green lines connect the 3D replicas seen by the
remote expert (highlighted with the cyan lines) to the corre-
sponding real blocks seen by the local worker (highlighted
with the pink lines).

In all conditions, we restricted the remote worker to use
explicit directional and longitudinal directives based on the
local worker’s perspective (e.g., “go forward 2 steps” or “turn
right approximately 45 degrees”). This limitation aimed to
ensure consistent communication from the expert when
guiding the local worker to specific locations. If the target’s
locations were described relative to the remote expert’s view
(e.g., “over here” or “to the left of me”), it would require the
local worker’s knowledge to interpret the expert’s directives
based on the partner’s point of view. This could potentially
introduce confounding factors when evaluating the effect of
the view interface on collaboration. By eliminating this add-
itional interpretation process, the local worker was allowed
to move directly from their current location to the target
point by following the expert’s instructions.

Note that Figure 5 depicts the example of the 3D recon-
struction view interface, but the same scenario was also
adopted for the 2D video (Figure 6(a)) and 360� video
(Figure 6(b)) view interfaces. In the 2D and 360� video con-
ditions, the local worker had to navigate the residential area
to deliver spatial information to the remote expert, after
which the remote expert instructed the local worker.
However, in the 3D reconstruction view interface (Figure
6(c)), the remote expert could directly instruct the local
worker, because the expert could navigate the reconstructed
workspace using VR controllers.

3.4. Measurements

We measured the quality of remote collaboration using both
objective and subjective metrics.

3.4.1. Task performance
3.4.1.1. Completion time per sub-task. We defined the com-
pletion time per sub-task as the total time of remote collab-
oration divided by the number of accomplished sub-tasks
(i.e., the number of waffle blocks relocated). This approach
was introduced to count only the number of successful tasks
that the participants completed, depending on the interface.
Both voice and video recordings were used to calculate this
index.

3.4.1.2. Moving distance. For the purpose of measuring local
worker’s movement, we logged their trajectories in all three
interfaces. Using the camera tracking function of the ARKit,
we computed the distance by summing the entire trajectory

Figure 7. Self-report on prior experience in VR and familiarity with VR.
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for each interface condition (see Section 3.2). We assumed
that the local worker’s physical movement would differ
depending on the context-sharing interface. That is, while
2D and 360� video require the local worker to wander
through more expansive spaces to provide spatial informa-
tion to the expert, the 3D reconstruction view interface ena-
bles the local worker to reduce physical activity because the
remote expert can directly navigate the reconstructed local
workspace.

3.4.2. Questionnaires
3.4.2.1. General collaborative experience (GCE). GCE is a 7-
point Likert scale that evaluates the quality of collaboration
(Wang et al., 2021). The index contains eight common ques-
tions for both remote and local sites and two additional
questions for each site. A higher score indicates a better col-
laborative experience.

3.4.2.2. NASA task load index (NASA-TLX). NASA-TLX is
a multidimensional index that assesses a participant’s work-
load by considering six aspects of task performance: Mental
demand, Physical demand, Temporal demand, Performance,
Effort, and Frustration (Hart & Staveland, 1988). Each sub-
scale is a 21-point Likert scale, and for each except for the
Performance scale, a higher score indicates a more

demanding task. For the Performance scale, a lower score
indicates a participant successfully accomplishes the task.

3.4.2.3. System usability scale (SUS). We used the SUS score
to evaluate the usability of each interface (Brooke, 1996).
The SUS consists of 10 questions regarding various aspects
of the system’s usability. The overall value of the SUS ranges
from 0 to 100.

3.4.2.4. Simulator sickness questionnaire (SSQ). The SSQ
was used to measure the level of cybersickness after remote
collaboration (Kennedy et al., 1993). Using this index, we
attempted to quantify the severity of discomfort and demon-
strate any differences between the context-sharing interfaces.

3.4.3. Preference rank
We instructed the participants to rank the interfaces that
they had experienced from best to worst. After experiencing
all interfaces, they completed a preference questionnaire
adapted from Teo et al. (2019). The questionnaire consists
of seven questions covering the overall user experience dur-
ing collaboration.

3.5. Data analysis

The results of the Shapiro-Wilk test indicated violations of
the normal distribution. Therefore, we performed the
Friedman test for task performance (completion time and
moving distance) and questionnaires (GCE, NASA-TLX,
SUS, and SSQ) as well as the chi-squared test for preference
rank. All statistical analyses were performed using R (ver-
sion 4.0.3), and the significance level (a) was 0.05.

4. Results

Although we recruited 30 participants, one was excluded
due to an incorrect understanding of our instructions. Thus,
the data from 29 participants were used in the analysis.

4.1. Characteristics of participants

Before the experiments, the participants completed several
pre-questionnaires: the motion sickness susceptibility ques-
tionnaire (MSSQ), prior VR experience (0: never to 5: very

Figure 8. Average completion time per sub-task depending on the view
interface.

Figure 9. (a) Trajectories of the local worker in 2D, 360� video, and 3D reconstruction view interfaces, respectively. (b) Average moving distance between
interfaces.
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Figure 10. Results of general collaborative experience (�: statistically significant after Bonferroni correction).

Figure 11. Results of NASA Task Load Index.

Figure 12. Results of Simulator Sickness Questionnaire.
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often), and familiarity with using VR devices (0: never to 5:
very familiar). The mean MSSQ score was 10.04 (± 10.58).
More than half of the participants (15/29) reported a score
lower than 3, indicating that they did not have much experi-
ence with VR (Figure 7). Though seven participants
reported that they often experienced VR (score 4), only one
participant regarded himself as skillful in handling the devi-
ces. Most participants felt that they were unfamiliar with
using VR devices.

4.2. Context-sharing effect on remote collaboration

4.2.1. Task performance
The Friedman test was used to examine the effect of con-
text-sharing interfaces (2D vs. 360� video vs. 3D reconstruc-
tion view) on either task completion time per sub-task or
moving distance. We found a significant difference in com-
pletion time per sub-task depending on which type of inter-
face was used by the remote expert (v2(2) ¼ 8.37, p¼ 0.015)
(Figure 8). Post hoc analysis using Wilcoxon signed-rank
tests was performed with Bonferroni correction (p< 0.017).
However, the results did not show a significant difference
between each pair. The order of average completion time
per sub-task according to the interface was the 3D recon-
struction view (62.4 ± 15.3 s), 2D (69.2 ± 19.7 s), and 360�

video interface (74.2 ± 20.7 s), respectively.
Moreover, the results showed a significant interface effect

on moving distance (v2(2) ¼ 9.17, p¼ 0.010). The total

distance covered by a local worker during remote collabor-
ation differed significantly depending on the expert’s inter-
face (Figure 9). Post hoc analysis indicated that the local
moving distance in the 3D condition was significantly lower
than that in the 360� video condition (Z¼ 3.13, p¼ 0.002).

4.2.2. Questionnaires
In line with the objective metrics, Friedman tests were per-
formed for each questionnaire. For the GCE, we found that
the interface had a significant effect on questions 6, 11, and
12 (Figure 10). Participants reported they were more confi-
dent about task completion when they used the 3D recon-
struction view interface (Q6; v2(2) ¼ 7.39, p¼ 0.025).
Moreover, participants in the 3D reconstruction view condi-
tion felt that it was easier to provide instructions to a local
worker in real time (Q11; v2(2) ¼ 16.2, p< 0.001). In par-
ticular, post hoc analysis revealed a statistically significant
decrease in providing real-time instructions in the 2D vs.
3D conditions (Z¼�3.28, p¼ 0.001). Lastly, the 3D recon-
struction view condition demonstrated the highest score in
terms of giving immediate feedback to the partner (Q12;
v2(2) ¼ 14.8, p< 0.001). Post hoc analysis showed that par-
ticipants regarded the 3D condition as more helpful than
the 2D condition (Z¼�2.64, p¼ 0.008).

From the NASA-TLX results, we found a significant
interface effect in the temporal demand, performance, and
frustration subscales (Figure 11). Participants showed a clear

Figure 13. Results of System Usability Scale and user reports on each question.

Figure 14. (a) A radar graph of user preference of remote experts. (b) Rank distribution between interfaces according to remote experts (�: statistically significant).
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difference in the level of effort required to achieve the task
goal according to the interface types (temporal demand;
v2(2) ¼ 8.10, p¼ 0.017). Remote experts using the 3D inter-
face felt more successful in accomplishing the work (per-
formance; v2(2) ¼ 11.66, p¼ 0.003). Note that a lower score
on the performance subscale indicates better performance
(1: perfect to 21: failure). In addition, participants showed
different levels of stress depending on the type of interface
(frustration; v2(2) ¼ 10.54, p¼ 0.005). Post hoc analysis on
each subscale did not show a significant difference between
the pair of interfaces.

Regarding physical discomfort during collaboration, par-
ticipants showed a significant difference in the level of
oculomotor-related symptoms depending on the interfaces
(v2(2) ¼ 10.35, p¼ 0.006) (Figure 12). Remote experts
showed a lower SSQ-O score when using the 3D reconstruc-
tion view interface. However, post hoc analysis did not show
a significant difference between each pair of interfaces. The
other subscales did not show any statistically significant dif-
ferences among the conditions.

In terms of the usability of each interface, we did not
find a significant difference between the conditions (v2(2) ¼
1.93, p¼ 0.38) (Figure 13). The average SUS scores for each
interface were 70.9 (2D), 67.7 (360� video), and 65.4 (3D
reconstruction views).

4.2.3. Preference rank
We performed a chi-squared test to determine the prefer-
ence rank of the three different interfaces. The results
showed that participants exhibited a significant difference in
preference for the type of interface, except for understanding
their partner’s focus (Figure 14). In terms of communica-
tion, remote experts showed the strongest favor for the 3D

condition (Q1; v2(4) ¼ 20.69, p< 0.001). Moreover, partici-
pants ranked the 3D interface first regarding guidance (Q4;
v2(4) ¼ 17.59, p¼ 0.001), spatial awareness (Q5; v2(4) ¼
53.79, p< 0.001), task completion (Q6; v2(4) ¼ 79.03,
p< 0.001), and overall preference (Q7; v2(4) ¼ 25.66,
p< 0.001). For the feeling of being together, the 360� video
condition showed the strongest preference (Q3; v2(4) ¼
12.0, p¼ 0.017).

5. Discussion

We observed a significantly better quality of collaborative
performance using a 3D reconstruction view interface from
both objective and subjective perspectives. The remote
experts reduced the task completion time when they viewed
the 3D reconstructed local space in a target-finding-and-
placing scenario. Moreover, local workers exhibited fewer
physical movements when the expert provided the target
direction using the 3D interface. In line with the objective
results, the subjective reports based on questionnaires
showed a clear preference for the 3D reconstruction viewing
condition. Compared to the 2D and 360� video interfaces,
remote experts indicated a better collaborative experience,
lower task demand, and lower level of eye-related discomfort
in the 3D reconstruction view condition.

5.1. Context-sharing interfaces

In this research, we found a significantly faster completion
time per task in the 3D reconstruction view interface than
in the other interfaces. The local workers completed the task
(finding waffle blocks and moving them to the target loca-
tion) 12 s faster on average in the 3D interface than in the

Figure 15. A screenshot of P16’s viewpoint during collaboration. P16 flew up immediately after starting the experiment to scan the overall space.
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360� video interface. Moreover, the local workers saved
more physical effort in completing the collaborative goal,
thereby indicating the lowest moving distance in the 3D
condition. This result may have originated from differences
in the manner in which the spatial information of the local
workspace is acquired using each interface. That is, while a
remote expert should ask a local worker to navigate to a
specific location to obtain exact context information through
the 2D or 360� video interfaces, the 3D interface enables the
expert to search the area by themselves using VR controllers.
Owing to this difference in the system, the expert, rather
than the worker, could efficiently identify the spatial infor-
mation and provide clear directions.

These results can be interpreted in terms of view inde-
pendence. According to Tait and Billinghurst (2015), the
viewpoint of the remote expert can be broadly categorized
as either dependent or independent of the local worker,
and experiments showed that a higher level of view inde-
pendence led to a shorter completion time. Similarly, Kim
et al. (2018) found that independent views provided sev-
eral benefits to the remote expert by enabling the expert
to freely explore the local workspace. In our study, only
the 3D interface offered the remote expert an independent
view, which resulted in a better collaboration experience
for the user.

Subjective reports also correspond to objective measures.
In the GCE scores, the participants felt more confident
about task completion when using the 3D interface. This
result could be attributed to the straightforward (GCE Q11)
and timely (GCE Q12) instructions provided in the 3D
reconstruction view conditions, where the two scores were
significantly higher for the 3D condition than for the 2D
video interface. These results suggest that it may be better to
provide a 3D reconstructed workspace rather than a 2D
video for a remote expert to guide a local worker.

Regarding task demand, the participants reported a lower
level of temporal demand when using the 3D interface. This
suggests that the 3D interface helped the participants better
understand the local workspace and find targets in time.
Moreover, in line with the GCE results, the participants felt
more successful in accomplishing the task when using the 3D
interface. This confidence could lead to less frustration during
collaboration when viewing a 3D reconstructed space.
According to our interviews conducted after the experiment,
several participants intuitively obtained the gist of the 3D inter-
face and reported their strategy as follows (Figure 15).

To me, it was much easier to give instructions when using the
3D interface because I didn’t need to imagine the workspace by
myself, but the system gave me the exact spatial information.
Therefore, I don’t need to remember the locations of each
waffle block. (P10)

I preferred the 3D reconstruction view interface because I could
zoom out the reconstructed space, so it was easier to identify
the locations of the waffles. Also, this approach made me less
sick since I didn’t need to move a lot to figure out the entire
workspace. (P15)

I used to play Sudden Attack [a 3D first-person shooting game],
so I noticed that it would be more efficient to find target objects
if I fly up like a bird. (P16)

Interestingly, the participants exhibited fewer eye-related
symptoms when viewing the 3D interface. Previous studies
have shown that controllability in VR can affect the level of
cybersickness (Dong & Stoffregen, 2010; Dong et al., 2011).
When a user loses controllability of motion in a virtual
environment, they are more likely to experience severe dis-
comfort because the discrepancy between what they expect
to see and what they actually experience increases. In this
research, the 2D and 360� video interfaces were subjected to
the local worker’s movements. Therefore, the remote expert
could experience greater discomfort due to the motion blur
of the local worker. However, in a 3D reconstruction view
interface, the remote expert can voluntarily navigate the 3D
reconstructed space, which provides higher controllability in
VR. This might have induced a significant difference in the
SSQ-O scores between the view interfaces. In addition, the
participants spent less time completing the search task using
the 3D interface. It is well known that a longer VR experi-
ence can increase the risk of becoming sick (Chang et al.,
2020; Liu & Uang, 2012). Thus, a shorter task completion
time in the 3D reconstruction view interface might lessen
the chance of experiencing severe cybersickness.

However, regarding the system usability, we did not find
significant differences between the interfaces. Specifically,
although the highest score of the SUS Q1 (It will be used fre-
quently) was reported in the 3D interface, the results of Q4
(Need of post-support help) and Q10 (Need of pre-learn train-
ing) indicated that participants considered the 3D interface
more complex than the other two interfaces. These findings
may have resulted from the characteristics of the recruited par-
ticipants. According to the pre-questionnaire data, while the
participants showed a wide range of prior VR experience
(from never used to frequently used), they regarded themselves
as novices in using VR devices. Although the 3D interface pro-
vided a better collaborative experience and outcomes, handling
the VR controllers may have burdened some participants.
Future studies should consider designing more accessible
manipulation manuals and providing additional tutorials to
help users become accustomed to the system.

Lastly, we found a clear preference for the 3D reconstruc-
tion view interface among remote experts. Participants
reported the highest ranks in the communication, guiding,
spatial awareness, and task completion subscales in the 3D
condition. However, this interface did not surpass the others
regarding understanding the partner’s focus and co-pres-
ence. In the 2D and 360� video conditions, the remote
expert can acquire spatial information about the workspace
by moving the local worker’s camera. In contrast, in the 3D
reconstruction view interface, the expert already had recon-
structed spatial information, so there might have been less
chance of interaction between the two collaborators. In add-
ition, we only presented the head of the local worker’s ava-
tar in the 3D condition, which might have been less likely
to induce a feeling of being together. Similar to the study by
Xu et al. (2019), we can mount additional cameras to track
the local worker’s body and implement a whole-body avatar
for future research.
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5.2. Limitations

According to our interview, one participant (P18) men-
tioned a tracking error in the 3D reconstruction view condi-
tion, which might have resulted from the misinterpretation
of the sensor data from the AR tablet. Since only a limited
part of the avatar was represented (i.e., head), a few partici-
pants tended to confuse the direction of the partner.

When I watched my partner’s avatar at the corner, half of the
head was hidden in the wall, so it was hard to understand the
partner’s location. Also, it was difficult to provide instructions
on how to pick up the block in that situation.

We also observed that some participants had difficulty
handling the VR controllers. Although we provided a tutor-
ial for the 3D reconstruction view interface, more practice
may be required to familiarize the participants with the
device. Future studies should consider providing an
extended tutorial or implementing a more intuitive manipu-
lation interface.

Though we adopted the actor-participant pair design to
control unexpected proactive behaviors, this approach might
reduce dynamic communication between collaborators.
Considering the real-world collaboration scenario, further
studies will include a participant-participant pair design to
confirm the view interface effect.

6. Conclusion and future work

This research contributes to demonstrating the effects of
context-sharing interfaces on remote collaboration perform-
ance. By improving the WXR system, this study provides
three types of view interfaces (2D video, 360� video, and 3D
reconstruction view). Each interface reflects the real-time
updates of the local workspace and provides flexibility in
viewpoint changes. In addition, collaboration was conducted
in a spacious local workspace with a complex structure to
clarify the effect of the interface on user performance. Based
on the experiment, we found that the 3D reconstruction
view interface yielded faster completion time, required lower
physical demand, and was overall preferred. These results
suggest that if all types of view interfaces can provide real-
time updates of spatial information, the 3D reconstruction
view might enhance task performance in terms of both
objective and subjective collaboration experiences.

In future studies, we will add various visual annotations
to support non-verbal communication. For example, visual-
izing the upper body of the avatar (Ahuja et al., 2019) will
help clearly indicate the direction where the partner is look-
ing. Sharing gazes or hand gestures would also be a promis-
ing approach to improving the quality of remote
collaboration. Moreover, we plan to introduce a VR sickness
reduction strategy (Lim et al., 2021), which dynamically
varies the field of view, along with a reliable prediction
method (Chang et al., 2021) to enhance the remote expert’s
experience. In addition, we will apply the present XR system
to other collaborative scenarios, such as object assembly,
and implement it in AR glasses to demonstrate its effective-
ness in various remote collaboration contexts.
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